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Outline 

ÅInterest Areas 

ÅTechnology Forecasting 

ÅForecasting AI Performance 

ÅForecasting Technology Adoption 

ÅDrivers and Constraints 

ÅForecasting AI Adoption 

ÅRecommendations 
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Interest Areas 

ÅTechnology Forecasting 

ÅCommunications 

ÅAI & New Wave Technologies 

      Performance ¶ Adoption ¶ Impacts ¶ Implications 

ÅAI in Forecasting 

ÅAI & Forecasting for Good 

ÅFisterra Projects  

      Art ¶ Dance ¶ Science ¶ Technology 
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Forecasting Typology 

ÅPredictive Analytics 

ÅDemand Forecasting 

ÅTime Series Forecasting 

ÅTechnology Forecasting / Long-Range 
Forecasting 
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Selected Technology Forecasting 
Publications 
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Technology Futureôs Technology 

Forecasting Approach 

ÅDrivers and constraints 

ÅAdoption and substitution curves 

ÅPerformance trends 

ÅAnalogies 

ÅExpert opinion 

ÅScenarios and ideation tools 
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Forecasting AI Performance 
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Forecasting AI Performance 

ÅPerformance Trends in Computation 

ÅPerformance Trends in AI 

ÅProblem Complexity and Performance 
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Mooreôs Law 

Improvement Rate = 41% 

t2x= 2.0 yrs   t10x= 6.7 yrs 
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Combining Performance Trends 

ÅExponential 

          f(t) = aebt 

 

ÅMultiple Exponentials 

      f(t) = a1e
b1t *  a2e

b2t = a1a2 e
(b1+b2)t = aebt                                                            

                                                   where b = b1 + b2 

ÅDouble Exponential 

      f(t) = eb = e(b  ) 
x x 

Typical 

Common 

No 
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A Premise for Moving Forward 

ÅLetôs assume that exponential growth in 
computing power is the most solid basis to 
explore the promise and impact of AI 

ÅThere may be developments in computing 
that cause changes in the improvement rate 
or discontinuities 
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Chess 

https://www.eff.org/ai/metrics 
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Speech Recognition 

https://www.eff.org/ai/metrics 


